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Abstract
The Albayzin 2012 Language Recognition Evaluation (LRE),

carried out from June to October 2012, was the third effort made

by the Spanish/Portuguese community for benchmarking lan-

guage recognition technology. As in previous Albayzin 2008

and 2010 evaluations, the task consisted on deciding whether or

not a target language was spoken in a test utterance. The pri-

mary condition involved 6 target languages for which there was

plenty of training data: English, Portuguese and the four offi-

cial languages in Spain (Basque, Catalan, Galician and Span-

ish). A new challenging condition was defined involving 4 tar-

get languages for which no training data were available: French,

German, Greek and Italian. In both cases, other (Out-Of-Set)

languages were also recorded to allow open-set verification

tests. An innovative feature of this evaluation, not common to

other evaluations, was that audio data for system development

and evaluation were extracted from YouTube videos. Also, a

new performance metric was proposed, the so called Multiclass

Cross-Entropy, summarizing in a single figure the information

provided by system scores, without the need to take hard deci-

sions. This paper presents the main features of the evaluation

and analyses the performance of the submitted systems on the

different conditions, including the confusion among target lan-

guages.

Index Terms: Language Recognition Evaluation, YouTube

audio, Multiclass Cross-Entropy.

1. Introduction

As in previous editions, the goal of Albayzin 2012 Language

Recognition Evaluation (LRE) was to promote the exchange of

ideas, to foster creativity and to encourage collaboration among

research groups worldwide working on language recognition

technology. To this end, a language recognition evaluation was

proposed, similar to those carried out in 2008 and 2010 [1, 2],

but under more challenging conditions. The application domain

moved from TV Broadcast speech to any kind of speech found

in the Internet, and no training data was available for some of

the target languages (aiming to reflect a common situation for

low-resource languages).

The change in the application domain pursued two objec-

tives: first, the task should reflect a practical application (in this

case, indexing of multimedia content in the Internet); and sec-

ond, the task should be challenging enough for state-of-the-art

systems to yield a relatively poor performance. Results attained

in the Albayzin 2010 LRE showed that a possible key to define

such a challenging task may be acoustic variability (channel,

noise, music, overlapping speakers, etc.), which is inherent to

some media (such as the videos posted by people in the Inter-

net) [3].

Audio signals for development and evaluation, extracted

from YouTube videos, were heterogeneous regarding duration,

number of speakers, ambient noise/music, channel conditions,

etc. Besides speech, signals may contain music, noise and any

kind of non-human sounds. Each signal contained from five

up to 120 seconds of speech in a single language, except for

signals corresponding to Out-Of-Set (OOS) languages, which

might contain speech in two or more languages, provided that

none of them were target languages.

Overall, the Albayzin 2012 LRE introduced some interest-

ing novelties with regard to previous editions (see [1, 2] for

reference) and NIST Language Recognition Evaluations1. The

task could be still described as spoken language recognition,

but the type of signals used for development and test, the num-

ber and identity of target languages, some of the conditions for

system development (such as the lack of training data) and the

evaluation criterion were significantly different. There was an

international call for participation and many expressions of in-

terest. Finally, seven groups registered and submitted their sys-

tems to the evaluation: two from China, one from France, one

from Portugal and three from Spain.

The rest of the paper is organized as follows. The task

and the evaluation conditions are described in Section 2. The

datasets provided for system development and evaluation and

the performance measure specifically defined for this evalua-

tion are described in Sections 3 and 4, respectively. Results are

presented and discussed in Section 5, with special attention to

the confusion among languages. Finally, conclusions are given

in Section 6.

2. Task definition and test conditions

The language recognition task was defined as follows: given a

segment of speech and a set of n languages of interest (target

languages), produce a likelihood score for each target language

plus an additional score for the Out-Of-Set (OOS) language

class, based on an automated analysis of the data contained in

the segment. Although hard language classification decisions

were not required, the likelihood scores were required to be

well-calibrated so that they could be used to make Bayes de-

cisions. In closed-set language recognition tests, the last score

was not used to compute performance. System performance

was evaluated with a calibration-sensitive, multi-class cross-

entropy criterion, which is explained in Section 4.

2.1. Test conditions

2.1.1. Closed-set vs Open-set

Depending on the set of languages that were allowed to appear

in the audio signal, two types of recognition tests were defined:

1 http://www.nist.gov/itl/iad/mig/lre.cfm

http://www.nist.gov/itl/iad/mig/lre.cfm


• In closed-set recognition, only target languages were ex-

pected to appear in the audio signals. In this case, sys-

tem performance was computed on the subset of test seg-

ments containing speech in one of the target languages.

• In open-set recognition, the audio signals may contain

any language, either a target language or OOS languages.

In this case, system performance was computed on the

whole set of test segments, including those containing

OOS languages.

As we explain in Section 3, whereas the training set did

not provide data for OOS languages, both the development and

evaluation sets included segments in OOS languages (with dif-

ferent distributions). The set of OOS languages was not dis-

closed to participants.

2.1.2. Plenty of Training vs Empty Training

Two different conditions were defined depending on the avail-

ability of training materials for target languages, in order to

check to what extent the availability of training materials (and

thus specific models) for target languages affected system per-

formance. In fact, two separate tasks were defined depending

on this condition, since they involved disjoint sets of target lan-

guages:

• The first condition, called Plenty of Training, involved

6 target languages (those used for the Albayzin 2010

LRE): Castilian Spanish, Catalan, Basque, Galician, Por-

tuguese and English. For all of them, a large amount of

training data (around 18 hours of speech per language)

was supplied, specifically speech signals recorded from

TV broadcasts used to build the Kalaka-2 database [4].

Development signals (YouTube audio) were also sup-

plied, both for target languages (around 150 signals per

language) and for Out-Of-Set languages (around 500 sig-

nals), to allow tuning systems for open-set tests.

• The second condition, called Empty Training, involved 4

target languages: French, German, Greek and Italian, for

which no training materials were supplied. Only devel-

opment signals (YouTube audio) were supplied, both for

target languages (around 150 signals per language) and

for Out-Of-Set languages (around 500 signals). Under

this condition, the training and development data sup-

plied for target languages in the Plenty of Training con-

dition could be also used. Note also that development

signals provided for OOS languages were shared by both

conditions.

Though development signals were provided for tuning pur-

poses, participants were free to use part of them for training

models. In any case, participants were only allowed to use

the data provided for this evaluation, which should be seen as

a common starting condition, necessary for the comparison of

systems to depend only on the applied technologies. The only

exception to this rule and for the sole purpose of preventing

some approaches to be penalised, was that auxiliary subsystems

trained on external data (e.g. phonetic decoders) were allowed.

2.1.3. Evaluation tracks

Unlike previous editions of the Albayzin LRE, neither the dura-

tion nor the acoustic conditions (presence of background noise

or music, etc.) of test segments were taken into account to de-

fine different evaluation tracks. There were just 4 tracks, com-

bining the two tasks described in Section 2.1.2 and the two

recognition modalities described in Section 2.1.1:

• Plenty of Training, Closed-Set Recognition (briefly, PC)

• Plenty of Training, Open-Set Recognition (briefly, PO)

• Empty Training, Closed-Set Recognition (briefly, EC)

• Empty Training, Open-Set Recognition (briefly, EO)

The first track (PC) was mandatory, meaning that partici-

pants were required to submit at least one complete set of recog-

nition results for that condition. The PO, EC and EO tracks

were optional. Participants could submit multiple sets of recog-

nition results (each corresponding to a different system) for each

track, but they were required to specify one of them as primary

system, the remaining being contrastive systems. To determine

the ranking in each track (in terms of the evaluation measure,

as defined in Section 4), only primary systems were taken into

account.

3. Data
3.1. Training data

Training data provided for this evaluation amounted to around

108 hours of speech, with 18 hours on average for each one

of the 6 target languages considered in the Plenty-of-Training

condition. Speech files were extracted from the materials used

to produce KALAKA-2 (the database created for the Albayzin

2010 LRE) [2]. All of them were continuous excerpts (of differ-

ent durations) from multi-speaker TV broadcast recordings, fea-

turing various speech modalities and diverse environment con-

ditions.

The training dataset consisted of two disjoint subsets, in-

cluding clean speech (around 86 hours) and noisy speech

(around 22 hours), respectively. Clean-speech segments were

high SNR speech signals. Noisy-speech segments may include

different and variable types of noise. Telephone-channel speech

was not included in any case. In all cases, each training segment

contained speech in a single language.

3.2. Development and evaluation data

The development and evaluation datasets were similar in size

and structure. As noted above, audio contents were extracted

from YouTube videos. The goal was to have around 300 videos

validated for each target language and around 100 videos vali-

dated for each Out-Of-Set language. A preliminary study was

carried out using a few words in Spanish and considering dif-

ferent video categories, as defined by the provider. Eventually

we focused our efforts on the six categories more likely to con-

tain speech: (1) Education; (2) News; (3) Entertainment; (4)

Howto; (5) Nonprofit; and (6) Technology. Then, a large list of

YouTube videos was created for each language, based on differ-

ent criteria, the most important being the existence of a Creative

Commons license, but also the occurrence of words in the lan-

guage of interest (as tags) and the geographical location of the

publisher (constraining the search to a certain radius around a

major city increased the chances of finding audio in the lan-

guage of interest). A length criterion was also applied: all the

videos in the list were between 30 and 120 seconds long.

Videos in the list were sequentially audited by human ex-

perts until the target number of validated videos was attained,

according to the following criteria:

1. the amount of speech should be enough to make possible

the recognition of the language;

2. speech was found only in the target language, or in sev-

eral OOS languages; and

3. videos with very noisy or poor-quality speech were dis-

carded.



Note that speech signals collected in this way may still fea-

ture quite challenging background and/or channel conditions.

Audio files were given random names, so that language labels

were kept undisclosed.

At the end of the process, there were 4.168 validated videos

out of 21.860 audited videos. The 2.059 videos used for devel-

opment were mostly extracted from the News, Education and

Howto categories, whereas the 2.109 videos used for evaluation

were primarily extracted from Entertainment, Nonprofit and

Technology. Among OOS languages, all the videos in Czech,

Croatian, Polish and Romanian were used for development and

all the videos in Bulgarian, Finnish, Slovak and Serbian were

used for evaluation, whereas the videos in Hungarian, Russian

and Ukrainian were split fifty-fifty between development and

evaluation.

4. Evaluation of system performance

In this evaluation, a new metric —based on a form of empir-

ical multiclass cross-entropy criterion— has been used for the

first time as primary metric to evaluate SLR performance. This

new metric measures the information provided by a SLR system

through a set of log-likelihoods and does not require making

hard decisions (see [5] for details).

To compute the new metric, a prior distribution over lan-

guage classes must be specified, so that Bayes’ rule can be used

to map the submitted log-likelihoods to language class poste-

riors. The goodness of these posteriors is then evaluated by

means of a logarithmic cost function. A weighted average of

the logarithmic cost over all audio segments forms the cross-

entropy criterion.

In order to facilitate comparison of the cross-entropies

across different tasks, which have different perplexities, we

show how to present cross-entropy in the form of relative con-

fusion, a measure closely related to perplexity.

Prior: let π = (π1, π2, . . . , πm) represent a prior distri-

bution over the m = n + 1 language classes, so that πi =
P (Li|π). We specify:

π =

(

1− πm

n
, . . . ,

1− πm

n
, πm

)

(1)

For the closed-set condition, we specify πm = 0. For the open-

set condition, we specify πm = 1
m

.

Posterior: given a log-likelihood-vector, ℓt =
(ℓ1t, ℓ2t, . . . , ℓmt), the posterior distribution is calculated:

P (Li|ℓt,π) =
πi exp(ℓit)

∑m

j=1 πj exp(ℓjt)
(2)

The mapping (2) is the familiar softmax function. In what

follows, we refer to the whole posterior distribution as:

Πt =
(

P (L1|ℓt,π), . . . , P (Lm|ℓt,π)
)

(3)

Logarithmic cost function: for every audio segment, st,

the system under evaluation submits the log-likelihood-vector,

ℓt. The evaluator has access to the true class label for segment

st, which we denote Ltrue(t) ∈ {L1, . . . , Lm}. This allows the

evaluator to compute a measure of goodness for ℓt, in the form

of the logarithmic cost function:

Clog(Πt|Ltrue(t)) = − logP (Ltrue(t)|ℓt,π) (4)

Multiclass cross-entropy: we form our evaluation crite-

rion, known as multiclass cross-entropy, by a weighted average

of the logarithmic cost:

Cmce =

m
∑

i=1

πi

‖Ti‖

∑

t∈Ti

− logP (Li|ℓt,π) (5)

where Ti is the subset of indices for segments of class i. By

‖Ti‖ we mean the number of segments of language class i. Note

that for the closed-set case, when πm = 0, all segments of class

Lm are effectively ignored2.

The default system: the one that cannot make up its mind

about the language class and outputs ℓit = kt for every t. This

gives P (Li|ℓt,π) = πi for every i, t.

Cdef =

m
∑

i=1

−πi log πi (6)

which is just the prior entropy3. If a submitted system has

Cmce ≥ Cdef, then it does not improve upon the default system.

Confusion: to facilitate interpretation of cross-entropy, we

define the confusion of the system under evaluation as:

Fmce = exp(Cmce)− 1 (7)

Similarly, the prior confusion (confusion of the default system)

is:

Fdef = exp(Cdef)− 1 (8)

Since cross-entropy is non-negative, a perfect system would

have zero confusion. To get an intuitive feeling for confu-

sion, consider the prior confusion for the closed-set case where

we have a flat prior over n classes, so that Cdef = log n and

Fdef = n − 1. This can be interpreted as the number of wrong

alternatives. Notice that confusion is closely related to perplex-

ity (the total number of alternatives).4 Here we choose to use

confusion, rather than perplexity, in order to facilitate compar-

ison across different tasks with different prior perplexities. We

do this by defining actual relative confusion:

Fact =
Fmce

Fdef

(9)

The relative confusion is the factor by which the system has

changed (hopefully reduced) the prior confusion. The reference

value for relative confusion is 1. Badly calibrated systems that

have relative confusion greater than one are doing worse than

the default system. Good systems must have relative confusion

below 1. A perfect system would have relative confusion of

zero.

5. Results

Seven groups from four different countries submitted systems

to the Albayzin 2012 LRE. Overall, 95 different submissions

were made (33 to the PC condition, 22 to the PO condition,

20 to the EC condition and 20 to the EO condition), including

late submissions (those made between the established deadline

and the release of results and keyfiles) and some post-key sub-

missions (those made after the release of results and keyfiles).

These latter were allowed to groups that detected bugs in their

submissions and wanted to share the results attained by the fixed

systems.

2 When πm = 0, P (Lm|st,π) = 0 and − logP (Lm|st,π) =
∞, but we can use the limit: limπm→0 πm logP (Lm|st,π) = 0.

3 Shannon’s entropy.
4perplexity = confusion + 1



Most of the submitted systems followed state-of-the-art ap-

proaches, including Total Variability Factor Analysis (iVectors)

[6] followed by SVM or linear generative classifiers [7], and

Parallel PR-SVM [8, 9] based on high-performance phone de-

coders [10]. In particular, iVector systems were trained on dif-

ferent sets of features, including SDC [11], trigrams of posteri-

orgram counts [12] and prosodic features [13]. Most systems

were built by fusing various independent subsystems, com-

monly by applying the FoCal toolkit [14, 15].

Table 1 presents the results attained by primary systems and

some late primary systems on the four tracks of the Albayzin

2012 LRE, the best result being marked in boldface. Each num-

ber refers to a different site and results in a row correspond to

systems based on the same technology. Unfortunately, these re-

sults cannot be compared to those attained in other evaluations,

because the evaluation metric is different. However, we can still

compare the performance across test conditions.

Table 1: Performance (in terms of the multiclass cross-entropy

measure Fact) of primary systems (including some late submis-

sions) in the four tracks of the Albayzin 2012 LRE.

Systems PC PO EC EO

1 0.071 0.085 – –

2 0.078 0.120 0.498 0.516

3 0.113 0.114 0.711 0.796

4 0.121 0.160 0.626 0.676

5 0.122 – – –

6 0.141 0.184 – –

7 (late) 0.407 0.216 – –

1 (late) – – 0.216 –

6 (late) – – 0.310 0.372

As may be expected, best performance was found in the

PC condition, because there were plenty of data for the target

languages and no OOS trials. When moving to the PO condi-

tion, that is, when including OOS trials, performance degraded

(around 20% for the best system), but not as much as expected

(e.g. in the case of site 3, the performance was the same in both

PC and PO). This may be due to the fact that OOS and target

languages are too far each other, thus including OOS trials did

not significantly increase the difficulty of the task.

On the other hand, when moving from PC to EC, the perfor-

mance degraded drastically, the best figure in EC (0.216) being

three times worse than the best figure in PC (0.071). Unfortu-

nately, we don’t have a reference for system 1 (late), but in the

case of system 2, performance degraded in more than 500% and

similar percentages result for systems 3 and 4. We expected that

using the Plenty-of-Training data to estimate reference models

(producing scores for input utterances) and then training a back-

end based on the development data for target languages (map-

ping reference scores to target scores) may allow to overcome

this issue. But this large degradation suggests that the lack of

training data is a really challenging condition.

Once again, when including OOS trials (moving from EC

to EO), performance didn’t degrade so much. In the case of sys-

tem 6 (late), which yielded the best performance in EO (0.372),

degradation with regard to EC (0.310) was of 20%.

5.1. Confusion among languages

Table 2 shows the confusion among languages for the best pri-

mary system in the PO condition. Target languages are iden-

tified as eu (Basque), ca (Catalan), en (English), gl (Galician),

pt (Portuguese) and es (Spanish). The last two rows show the

average false alarm probabilities for audio files containing tar-

get languages (AVG) and the false alarm probabilities for audio

files containing OOS languages (OOS), respectively. In some

cases, the AVG figure is similar (for Basque and Catalan) or

even greater (for Galician and Spanish) than the OOS figure.

This means that OOS languages used in this evaluation did not

make the task more difficult, but just the opposite in some cases.

This is consistent with the small degradations observed when

moving from closed-set to open-set recognition.

Table 2: Confusion matrix for the best system in the PO con-

dition of the Albayzin 2012 LRE. Miss probabilities (%) are

shown in the diagonal and false alarm probabilities (%) out of

the diagonal.

Target language

eu ca en gl pt es

eu 4.00 8.00 0.00 5.33 1.33 5.33

ca 5.70 5.70 0.63 6.33 1.27 9.49

en 0.00 3.85 4.49 1.92 3.85 0.00

gl 6.88 10.62 0.00 8.75 2.50 26.87

T
es

t
a

u
d

io

pt 0.61 3.07 0.00 3.07 6.13 2.45

es 7.14 14.94 0.00 20.13 0.65 4.55

AVG 4.07 8.01 0.13 7.36 1.92 8.83

OOS 5.59 10.61 3.91 3.72 11.73 6.70

Attending to these results, the most confused languages

were, by far, Galician and Spanish, then Catalan and Spanish

and, in third place, Catalan and Galician. This is consistent

with previous findings in former editions of Albayzin LRE, and

can be explained by the common origins and close evolution of

the three languages, which share some features. Besides, most

Catalan and Galician speakers have Spanish as their second lan-

guage or even as their mother language.

6. Conclusions

In this paper, we have described the main features of the Al-

bayzin 2012 LRE and have briefly analyzed the results attained

by the submitted systems. A number of novelties made this

evaluation specially interesting for the language recognition

community: (1) YouTube audio was used for development and

evaluation; (2) a condition involving four target languages with

no training data was proposed; and (3) a new evaluation met-

ric was defined, based on scores (log-likelihoods) and not on

hard decisions, which allows for application-independent asses-

ment of language recognition technology. After an international

call for participation and many expressions of interest, seven

sites from four different countries submitted their systems to

this evaluation, including state-of-the-art approaches. The low

performance attained in some conditions demonstrated that the

proposed tasks were really challenging.
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