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Abstract

Subtitling of video contents offered in the web by Span-
ish administration agencies is required by law for al-
lowing people with hearing impairments to follow them.
The automatic bilingual video subtitling system described
in this paper has been applied on the plenary ses-
sions videos that the Basque Parliament posts in its web
(http://www.parlamentovasco.euskolegebiltzarra.org/), and is
running from September 2010. A specific characteristic of this
system is the use of a simple phonetic decoder based on a joint
selection of Basque and Spanish phone models, since it is not
unusual for parliamentarians to make use of a mixing of the
two languages. The system uses the manually transcribed Ses-
sion Diaries (almost verbatim but containing some errors) as
subtitles, synchronizing text and audio by means of an acoustic
decoder, a multilingual orthographic-phonetic transcriber and a
very-large-symbol-sequence aligner.1

Index Terms: Automatic Video Subtitling / Captioning, Text
To Speech Alignment.

1. Introduction
An important area of activity for Speech Technology, and in
particular for Automatic Speech Recognition (ASR) has to do
with a social issue of great interest today: the accessibility for
people with disabilities. A case in point is access to audiovisual
materials for the deaf or hard of hearing. Probably, most efforts
in this direction are focused on broadcasts, particularly news
[1] [2], where many different approaches and tools are being
explored to find an effective alternative to the hard and costly
manual processing [3] [4] [5].

The speech recognition technology today is unable to solve
the problem of automatic video subtitling with an acceptable
quality, because these resources usually present difficult acous-
tics and speaker variability. Clearly, captioning might be an
easier task if speech transcriptions were available, reducing the
problem to synchronization, that is, to determine the proper text
and audio time alignment. Nevertheless, this is not an easy task
due to a couple of factors: first, the obvious way to apply ASR in
this case is ”forced recognition”, but this is computationally un-
feasible for signals longer than a few minutes; second, exact tex-
tual representations of audio contents are not commonly avail-
able because it would not be acceptable for captioning: speech
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Country under grant GIU10/18, by the Government of the Basque
Country under program SAIOTEK (project S-PE10UN87) and by the
Spanish MICINN under Plan Nacional de I+D+i (project TIN2009-
07446, partially financed by FEDER funds).

is full of phonetic imperfections and different disfluences that
captions should not display.

To cope with the first difficulty, a known approach consists
in locating highly reliable intermediate segments and use them
as anchors to divide the problem into smaller subproblems, re-
lying on forced recognition when the length of the problem is
short enough [6]. The second difficulty could be overcome by
relaxing forced recognition to some extent [7].

Another approach consists in performing automatic recog-
nition and then trying to find the best alignment to the text. In
[8] ASR is performed at word level, and the resulting word se-
quence is directly aligned to the input text, so time stamping
of words is straightforward. This approach requires quite high-
quality ASR to have enough words to match in the alignment

In this paper, we deal with the automatic subtitling of the
Basque Parliament plenary sessions videos and present a similar
strategy to [8], but recognition is done at the phonetic level.
This simplifies the decoding and the size of the managed set of
units, which has a positive impact on the alignment procedure.
Performing ASR at the phonetic level also allows to cope with
the fact that many parliamentarians sometimes mix the Spanish
and Basque languages.

The rest of the paper is organized as follows. Section 2 is
devoted to explain the input data specificities. Section 3 ex-
plains the different aspects of the system relating to phonetics:
the use of a bilingual set of phonemes, the automatic decoding
and the text transcription. Section 4 focuses on the alignment of
phoneme sequences. Section 5 describes the architecture of the
system, where all the above mentioned components are com-
bined. Finally, conclusions are presented in Section 6.

2. Data Issued by the Parliament
The website of the Basque Parliament is backed by a database
and managed with a rigid procedure, so a premise to include
subtitles in the videos was to use the materials as they are cur-
rently structured.

Due to limitations of video recording media, each video
lasts a maximum of 3 hours, although the sessions are typi-
cally longer, and therefore they are recorded in two or three
sections (exceptionally up to four). Recording is always done
in high definition format using professional media but, for the
web, videos are converted to RealMedia format (.rm), where the
audio stream is downsampled to 22050 Hz, 16 bit/sample.

The Session Diary is available almost immediately as a sin-
gle PDF document, because the speeches are transcribed on the
fly by a team of manual transcribers. However, this document
is made up of blocks associated with transcriber shifts (approxi-
mately 15 minutes per block) and there is some undefined over-
lap between them. These overlapped texts do not generally fully



Figure 1: A frame capture showing a mixed language close caption: ”la
unidad didáctica” -Spanish- (the didactic unit) ”Bakerako Urratsak” -
Basque- (”steps towards peace”).

match each other due to several reasons (the study of these over-
laps is out of the scope of this paper, but gives some interesting
hints about the difficulties of the transcription task.) Another
important issue is that after each voting procedure, results are
not transcribed verbatim as read by the president, but instead
they are tabulated.

Starting from these two resources (video recordings and
the session diary), the automatic subtitling system developed in
this work generates the appropriate subtitle files (.smil and .rt).
However, since including these files in the web application re-
quired some costly changes, the solution adopted by the Basque
parliament was to overwrite the subtitles into the video frames.

3. Phonetic Processing
Once the peculiarities of the input data are treated to obtain an
audio stream from the video and a text from the Session Diary
(as tightly linked as possible to what is said in the audio), both
resources must be transformed into phonetic sequences.

The application is intended to work with a language mix
where speakers can switch between Spanish and Basque at any
moment. Many speakers in the Basque Parliament use both lan-
guages, sometimes switching from one to the other at any point
of the discourse, or even introducing isolated words from the
language not used at that moment (see Figure 1). To cope with
this issue, a set of phonetic units was selected to give a reason-
able coverage of both languages. These units were modeled and
jointly trained with the union of two databases, one for Spanish
and one for Basque. As discussed below, these phonemes are
used by an acoustic decoder to process the audio stream, and
by a multilingual phonetic transcriber to obtain a phonetic tran-
scription of the text .

3.1. Phonetic Inventory

Basque and Spanish share most of their phonetic units, but there
are some differences. Looking for a reasonable set for both lan-
guages, and having in mind the planned use of it as a single set,
we selected 26 units for Basque and 23 units for Spanish (see
Table 1) which implies that just one foreign sound was added to
Basque ( T in IPA coding) and four to Spanish (S, ţ, ţ" and s" in
IPA coding).

3.2. Acoustic Processing

The audio streams are converted to PCM and resampled at 16
KHz, 16 bit per sample. The resulting signals are processed to
obtain a feature vector every 10 ms using a 25 ms Hamming
window, first order preemphasis (0.97 coefficient), and a 26-
channel Mel-scale filterbank, resulting 39-dimensional feature

Table 1: Phoneme inventory for Spanish+Basque with examples. IPA
coding is shown (Unicode), as well as our nearly readable 1-char cod-
ing (GTTS-ASCII). A numeric physiological codification (first column)
is used by the phonetic transcriber as internal coding. The set is 27
units long (22 common units, 1 Spanish-only unit, and 4 Basque-only
units).

vectors, composed by 12-order Mel Frequency Cepstral Coeffi-
cients (MFCC) plus energy, and their delta and delta-delta co-
efficients.

The acoustic modeling is based on left-to-right non-
contextual continuous Hidden Markov Models with three
looped states and 64 Gaussian distributions per state. The sys-
tem allows the use of either HTK [9] or Sautrela [10] as decoder.
The material used to train the phonetic models was the union of
the Albayzin [11] and Aditu [12] databases. Albayzin consists
of 6800 read sentences in Spanish from 204 speakers, and Aditu
is composed by 8298 sentences in Basque from 233 speakers.

Using these databases to train the HMM phonetic models,
taking 4800/2000 and 5346/2952 sentences as train/test for Al-
bayzin and Aditu respectively, and considering specific models
for each language (23 for Spanish and 26 for Basque) we ob-
tain the accuracy shown in the first column of Table 2. If we
use the whole 27 units set, we obtain the accuracy shown in
the second column. Obviously there is an accuracy loss due to
the double effect of using a wider set of units and introducing
out-of-language phonemes.

Table 2: Loss in phonetic recognition rates due to the introduction of
cross-language phonetic models is shown in the last column. Applied to
Spanish (4 external phonemes) the recognition rate reduces by nearly
3.25 percentual points. And applied to Basque (1 external phoneme)
the recognition rate reduces by nearly 1 percentual point.

Test/Phone set Specific spa+eus (27 units)
Albyzin (spa) 80.69% (23 units) 77.43%
Aditu (eus) 83.94% (26 units) 82.88%



Figure 2: Alignment performance on a speech segment including 876 words. The Y-axis shows the time deviation from a manual reference. The left-top
figure shows the deviation distribution, which is intentionally skewed to positive values because it is better tolerated when watching captioned videos.
The center-top figure shows the worst case, which occurs just at the beginning of the fragment and deviates up to 2 seconds. The right-top figure shows
the error rate considering different thresholds for what could be regarded as a tolerable deviation.

Table 3: Phonetic recognition rates for a Plenary Session (5 hours long)
using the original transcriptions and filtered transcriptions (discarding
segments where the Session Diary is not correct).

Whole transcriptions Correct transcriptions
Acc 61.27% 62.55%

Even though these accuracy figures (about 80%) corre-
spond to an open test, when the mixed set of 27 units set is
trained with all the materials in Albayzin plus Aditu, and ap-
plied to decode the audio of the plenary sessions, they yield
recognition rates of about 60% due to task differences, back-
ground and speakers mismatch, etc. Table 3 shows recog-
nition rates for one plenary session (lasting approximately 5
hours) taking into account the manual transcription as reference
(61,27%) and discarding segments where the transcription does
not exactly reflect the audio track (62,55%). We will see later
that the subtitling task has proved to be not very sensitive to
the recognition rate, so these figures are enough to obtain good
alignment results and a more specific training is not necessary.

3.3. Phonetic Transcription

In parallel with the audio signal processing, the input text is
translated to a phonetic representation using a multilingual pho-
netic transcriber. The output representation also allows recov-
ering the original stream, which will be needed at the end of
the process. This transcriber uses an internal coding for the
phonemes that we call ”physio code” because it relates directly
to the physiology of the production of each phoneme. Exter-
nally, this coding is mapped to IPA, SAMPA, etc. Since Span-
ish phonetics is very close to its orthography, we use a highly
readable specific coding (GTTS).

The transcriber is able to work with any languages just by
defining a specific module for that language. These modules
are composed by tree elements: a dictionary of transcriptions, a
rule-based transcriber and a number-to-text converter. For each
word, the multilingual transcriber makes decisions about the
corresponding language based on the response that each subsys-
tem gives about having the word in its dictionary and, if neces-

sary, considering the context. When a word is not in any dictio-
nary, the most suitable language subsystem is called to provide
a rule-based transcription in order to always produce an output,
and a warning is issued to allow the continuous improvement of
the dictionary and the rules. Usually rule-based transcriptions
are correct, and each time a session is processed, the current
transcriber generates a short number of warnings.

4. Phonetic Alignment
The alignment module receives two phonetic streams carrying
information about words and times. The phonetic streams are
isolated to be treated as symbol sequences by a kernel mod-
ule implementing a variant of the Needleman-Wunsch algo-
rithm [13], that finds the best global alignment between both
sequences. The mentioned variation allows working with very
large sequences, having a length of about 300.000 symbols in
average. The consideration of ”best alignment” depends on the
set of weights assigned to matches, substitutions, deletions and
insertions. After some experimentation, the simple Levenshtein
distance proved to give the best results. The algorithm can be
configured to behave in different ways when there are more than
one equivalent partial alignment. This was done so that the mis-
matched segments had a tendency to show the text before the
audio because this is better tolerated by users when watching
captioned videos.

Figure 2 shows, as a result from this alignment, a segment
of 876 words where, for each word, the deviation from reference
timestamps can be seen at the Y axis. Errors are distributed
randomly along the time dimension and most of them are small
enough to be negligible for the subtitling task. Table 4 shows the
alignment error rate depending on a threshold value considered
as a tolerable deviation. 95% of the words showed less than 0.5
seconds deviation, and nearly 70% less than 0.1 seconds.

5. System Architecture
Figure 3 shows the integration of the modules described above.
There is a first block representing the specific treatment applied



Table 4: Error rate considering different tolerance thresholds (in sec-
onds) in the deviations from reference timestamps.

Threshold 0.1 0.2 0.3 0.4 0.5
Error rate 32.31% 11.42% 7.99% 5.59% 4.57%

Figure 3: System architecture.

to the Basque Parliament materials. The audio stream is ex-
tracted from the video and converted using an off-the-shelf ap-
plication (ffmpeg). The Session Diary is processed with a cus-
tomized Java program that extracts and applies a set of rules
to reconstruct overlaps, convert voting tables to text, etc., and
warns when something goes wrong.

Once the audio and the text are ready, they are processed by
the phonetic decoder described in section 3.2 and the phonetic
transcriber described in section 3.3, respectively. The two pho-
netic streams include more information than the mere phoneme
sequences, because once the aligner (described in section 4) re-
lates both resources, the original text is reconstructed and words
are marked with timestamps. This is the final result before a
subtitling module exploits it to cut the whole text stream into
suitable pieces for the video.

6. Conclusions
We have presented an automatic video subtitling system that is
being applied since September 2010, taking the Session Diaries
of the Basque Parliament as input to subtitle the video record-
ings of the Plenary Sessions. A single set of phonetic units is
used for Spanish and Basque, to tackle the mixed use speakers
make of both languages. It was the use of the aforementioned
mixed language by the speakers what suggested that word-level
ASR might not be suitable and just phonetic decoding should
be used instead. So text an audio alignment is accomplished
by means of searching the minimum edit distance after convert-

ing them to phonetic streams. Results show a random distri-
bution of errors in the recognized phoneme sequences, which
has a reduced impact on the aligner ability to match words.
Subtitled videos can be seen following the links to the Ple-
nary Sessions in: http://www.parlamento.euskadi.
net/cm_argic_dp/SDW?
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