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Abstract. In this paper, we describe and analyse the performance of a
simple approach to the alignment of very long speech signals to acous-
tically inaccurate transcriptions, even when two different languages are
employed. The alignment algorithm operates on two phonetic sequences,
the first one automatically extracted from the speech signal by means of
a phone decoder, and the second one obtained from the reference text by
means of a multilingual grapheme-to-phoneme transcriber. The proposed
algorithm is compared to a widely known state-of-the-art alignment pro-
cedure based on word-level speech recognition. We present alignment
accuracy results on two different datasets: (1) the 1997 English Hub4
database; and (2) a set of bilingual (Basque/Spanish) parliamentary ses-
sions. In experiments on the Hub4 dataset, the proposed approach pro-
vided only slightly worse alignments than those reported for the state-of-
the-art alignment procedure, but at a much lower computational cost and
requiring much fewer resources. Moreover, if the resource to be aligned
includes speech in two or more languages and speakers conmute between
them at any time, applying a speech recognizer becomes unfeasible in
practice, whereas our approach can be still applied with very competi-
tive performance at no additional cost.

Index Terms: speech-to-text alignment, multilingual speech, automatic video
subtitling.

1 Introduction

The work presented in this paper was motivated by a contract with the Basque
Parliament for subtitling videos of bilingual (Basque/Spanish) plenary sessions.
The task consisted of aligning very long (around 3 hours long) audio tracks
with syntactically correct but acoustically inaccurate transcriptions (since all
the silences, noises, disfluencies, mistakes, etc. had been edited).
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The above described task may have been easily solved by means of forced
alignment at word level, allowing some mismatch between speech and text to
cope with imperfect transcripts or alternative pronunciations [1] [2]. However,
forced alignment cannot be directly performed on long audio tracks, due to
memory bounds. The algorithm proposed in [3] comes to solve this limitation,
by applying a speech recognizer, then looking for anchor phrases (sequences of
words matching part of the text), splitting the text at such points and recursively
applying the same algorithm on the resulting fragments, until their length is
small enough to apply forced alignment.

However, the mix of Basque and Spanish in the parliamentary sessions made
language and lexical models needed by the speech recognizer difficult to inte-
grate. Therefore, an alternative procedure was developed, which started from a
hybrid set of phonetic units covering Basque and Spanish. Acoustic-phonetic
models were estimated and a phone decoder was built based on data from
both languages. The alignment algorithm operated on two sequences of pho-
netic units: the first one produced by the phone decoder and the second one
obtained by means of a grapheme-to-phoneme transcriber mapping ortographic
transcriptions to sequences of hybrid (Basque/Spanish) phonetic units. Finally,
time stamps provided by the phone decoder were mapped to ortographic tran-
scriptions through phonetic alignments. This approach worked pretty well for
the intended application, as shown in [4].

With the aim to compare our approach to that presented in [3], we carried
out a series of experiments on the 1997 English Hub4 dataset (see [5] for details).
Following the evaluation criteria proposed in [3], we found that 96% of the word
alignments were within 0.5 seconds the true alignments, and 99.2% within 2
seconds the true alignments. In the reference approach [3], better figures are
reported (98.5% and 99.75%, respectively) but at a much higher computational
cost, and as we noted above, it could not be easily applied to multilingual speech.
In this paper, we summarize the above described efforts and devote more space
to analyse and discuss the alignment errors, which may light the way to further
improvements.

The rest of the paper is organized as follows. In Section 2, we provide the
key features of our simple speech-to-text alignment approach. The experimental
setup is briefly described in section 3. Results are presented and commented in
Section 4. Finally, conclusions are given in Section 5, along with a discussion on
possible ways of improving the method.

2 The speech-to-text alignment method

To synchronize speech and text, we map both streams into a common repre-
sentation, then align the resulting sequences and relate positions in the original
sources by mapping back from the common representation. A suitable candidate
for such common representation is the phonetic transcription, which features a
small vocabulary size and a small granularity. We assume that phone decoding
is performed without any language/phonotactic models, so that the alignment



will be language independent, provided that the set of phonetic units covers all
the languages appearing in the speech stream.

2.1 Phone inventories

In this paper, we consider two different datasets: (1) Hub4, monolingual (En-
glish), for which a set of 40 phonetic units was defined, based on the TIMIT
database [6]; and (2) plenary sessions of the Basque Parliament, bilingual
(Basque/Spanish), for which a set of 27 phonetic units covering both languages
was defined (see Table 1). Note that Basque and Spanish share most of their
phones, with few differences. We selected 26 units for Basque and 23 units for
Spanish, meaning that just one foreign sound was added to Basque (T in IPA
coding) and four foreign sounds to Spanish (S, ţ, ţ" and s" in IPA coding)1. Also,
though not specified in Table 1, the sounds corresponding to graphemes ’ll’ in
Spanish and ’il’ in Basque are assimilated to IPA dZ.

Phones are represented so that the original ortographic transcriptions can be
fully recovered, which is needed at the end of the process. Internally, articulatory
codes related to the physiology of the production of each phone are used. Ex-
ternally, those codes are mapped to IPA codes. Since Basque/Spanish phonetics
is very close to its orthography, we also use a highly readable single-character
specific coding (GTTS-ASCII, see Table 1).

2.2 From speech to phones

Audio streams were converted to PCM, 16 kHz, 16 bit/sample. The acoustic
features consisted of 12 Mel-Frequency Cepstral Coefficients plus the energy
and their first and second order deltas (a common parameterization in speech
recognition tasks). Left-to-right monophone continuous Hidden Markov Models,
with three looped states and 64 Gaussian mixture components per state, were
used as acoustic models.

For the Hub4 experiments, a phone decoder was trained on the TIMIT
database [6] and then re-trained on the Wall Street Journal database [7]. The
phone decoder yielded error rates in the range 40-60%, depending on the acoustic
conditions of the Hub4 subset considered for test (see Figure 1).

Defining a common set of phonetic units covering both Basque and Spanish
allowed us to train a single phone decoder to cope with the mixed use of Spanish
and Basque in the Basque Parliament. The material used to train the phonetic
models was the union of the Albayzin [8] and Aditu [9] databases. Albayzin
consists of 6800 read sentences in Spanish from 204 speakers and Aditu consists
of 8298 sentences in Basque from 233 speakers. The phone decoder trained this
way yielded around 80% phone recognition rate in open-set tests on Albayzin
and Aditu, and only above 60% on the Basque Parliament sessions, probably
due to acoustic mismatch (background noise, speaker variability, etc.) [4].

1 Note, however, that the sound T is pronounced by Basque speakers in words imported
from Spanish, and that sounds considered foreign in the central Castilian Spanish
(such as ţ) are widely used in other Spanish dialects.



Table 1. Phone inventory for Basque (Euskera) and Spanish, with examples. IPA
codes (Unicode) are shown, as well as a highly readable single-character coding (GTTS-
ASCII). Internally, the grapheme-to-phoneme transcriber uses the articulatory codes
(physio codes) shown in the first column.

2.3 From text to phones

In the Hub4 experiments, phonetic transcriptions were extracted from the CMU
English pronouncing dictionary [10]. In the case of Basque parliament sessions,
a multilingual transcriber architecture was defined, including a specific tran-
scription module for each target language. Each transcription module consists
of a dictionary, a set of transcription rules and a number-and-symbols to text
converter (for numbers, currencies, percentages, degrees, abbreviations, etc). In
this work, two modules for Basque and Spanish were used (including their re-
spective dictionaries), and a third auxiliary module was defined, consisting of a
dictionary covering all the words falling out of the vocabulary of both languages.



Phonetic transcriptions are generated as follows. First, each input word
is searched in the three available dictionaries: Basque, Spanish and out-of-
vocabulary words. If the word appears in a single dictionary, the phonetic tran-
scription provided by that dictionary is output. If the word appears in more
than one dictionary, the transcriber uses the context to determine the language
being used and outputs the phonetic transcription for that language. Finally, if
the word doesn’t appear in any dictionary, the transcriber outputs a rule based
transcription based on the subsystem corresponding to the most likely language.
New transcriptions generated by applying rules are added to the corresponding
dictionary and reported to be supervised. This mechanism makes dictionaries to
grow incrementally and works as a misspelling detector, allowing for the refine-
ment of rules.

2.4 Alignment of very long sequences

A globally optimal solution to the alignment of two symbol sequences is given
by the Needleman-Wunsch algorithm [11]. In this work, we apply a variant of
this algorithm. Let X and Y be two sequences of n and m symbols, respectively.
A n × m matrix C is filled with the minimum accumulated edition cost, also
known as Levenshtein’s distance, using an auxiliary n × m matrix E to store
the edition operations that minimize the cost at each step. Four possible edition
operations are considered: deletions, insertions, substitutions and matches. The
three first operations have cost 1 and matches have cost 0. Note that what we
call best alignment depends on the set of weights assigned to deletions, inser-
tions, substitutions and matches. We use the Levenshtein distance because, after
some experimentation on the set of parliamentary sessions (which is our target
application), it gave the best results. Finally, the path generating the minimum
cost is tracked back from E(n,m) to E(1, 1), which defines the optimal mapping
(i.e. the optimal alignment) between X and Y .

The above described method is prohibitive for very long sequences due to
the matrix memory allocation. However, we can still use a Divide and Conquer
approach known as Hirschberg algorithm [12], where the original problem is
optimally split into two sub-problems with half the size, by doing all the matrix
calculations but storing only one row that goes half matrix forward from the
start, and one row that goes half the matrix backward from the end. This method
is recursively applied until the amount of memory needed to apply the non-
recursive approach can be allocated. This algorithm reduces dramatically the
required memory, increasing less than 2 times the computation time. Besides,
since it can be easily parallelized, it can be run even on a desktop computer (e.g.
less than 1 minute for a 3-hour signal in an 8-thread Intel i7 2600 processor).

3 Experimental setup

3.1 The 1997 Hub4 dataset

The 1997 Hub4 dataset consists of about 3 hours of transcribed broadcast audio,
classified into 6 categories according to acoustic conditions, plus a seventh Other



category and a set of Unclassified segments. The last two subsets (amounting to
8.5% of the phone units) were not considered in this work. The six remaining cat-
egories were defined as follows: F0 (clean speech), F1 (spontaneous speech), F2
(telephone-channel speech), F3 (speech with background music), F4 (degraded
speech), and F5 (speech from non-native speakers). Their proportions are shown
in Figure 1.

3.2 Basque Parliament plenary sessions

We started processing plenary sessions of the Basque Parliament by September
2010. The dataset considered in this work consists of 80 sessions, amounting
to 407 hours of video. Due to limitations of video recording media, each video
lasts no more than 3 hours, although sessions are 4-8 hours long. Therefore,
each session consists of two or three (exceptionally up to four) sections. Videos
(originally recorded in high definition using professional media) are converted
to RealMedia format for the Basque Parliament web, the audio stream being
downsampled to 22050 Hz, 16 bit/sample.

The Session Diary is available almost immediately as a single PDF docu-
ment, because text transcriptions are produced on the fly by a team of human
operators (who are instructed to exclude non-relevant events such as silences,
noises, disfluencies, etc.). The session diary is made up of blocks related to op-
erator shifts (approximately 15 minutes per block) with some undefined overlap
between them. Also, after each voting procedure in the Basque Parliament, re-
sults are not transcribed verbatim as read by the president but just tabulated.
All these issues make the synchronization between videos and diaries even more
difficult. To address them, we designed specific (in part heuristic, in part super-
vised) solutions which are out of the scope of this paper.

3.3 Evaluation measure

Following [3], the alignment accuracy is measured in terms of the deviation of
the starting point of each word from the available ground truth. In the case of
Hub4, the reference positions were obtained by forced alignment (on a sentence
by sentence basis) at the phone level, using acoustic models closely adapted to
the HUB4 dataset. In the case of parliamentary sessions, we manually annotated
the starting point of each word for a continuous fragment containing 876 words.
Finally, to evaluate the alignment accuracy, we provide the percentage of words
whose starting point is within a tolerance interval with regard to the reference
position.

4 Results

4.1 Results on the Hub4 dataset

Results on the Hub4 dataset are summarized in Figure 1. As in [3], tolerance
intervals of 0.5 and 2 seconds around the reference positions are considered



to measure alignment accuracy. We found that 4.06% of the words deviated
more than 0.5 seconds from their reference positions, whereas only 0.82% of the
words deviated more than 2 seconds from their reference positions. These figures
are slightly worse than those reported in [3] (1.5% and 0.25%, respectively),
but the computational savings are quite remarkable, both in terms of time and
infrastructure (data, models, etc.).

Fig. 1. Results for the 1997 Hub4 dataset: proportions of data in each category, phone
decoding error rates and alignment accuracy for tolerance intervals of 0.5 and 2 seconds.

As shown in Figure 1, the alignment accuracy strongly depends on the acous-
tic condition considered for test. On the other hand, the alignment accuracy for
a given condition is not only related to the phone recognition accuracy. For in-
stance, the highest alignment error rate was found for the F3 condition (speech
with background music), whereas the highest phone recognition error rate was
found for the F2 condition (telephone-channel speech). The large difference be-
tween the alignment accuracies for the F2 and F3 conditions when considering
a 2-second tolerance interval (despite having very similar phone recognition ac-
curacies) is even more significant.



4.2 Results on the Basque Parliament sessions

As noted above, the alignment accuracy was measured on a continuous fragment
of a parliamentary session including 876 words. Table 2 shows the alignment
accuracy for different tolerance intervals between 0.1 and 0.5 seconds.

Table 2. Alignment accuracy on a fragment of a session of the Basque Parliament, for
different tolerance intervals (in seconds).

Tolerance (seconds) 0.1 0.2 0.3 0.4 0.5

Alignment accuracy 67.69% 88.58% 92.01% 94.41% 95.43%

Note that 95% of the words deviated less than 0.5 seconds from the reference
position considered as ground truth, which is enough for the subtitling appli-
cation that motivated this work. After aligning speech and text, and following
a number of rules related to lengths, times and punctuation, the synchronized
text stream is split into small segments suitable for captioning. Only the first
word of each segment is taken into account to synchronize text and speech, so
that errors are perceived by users as these segments being presented with some
advance or delay. Since errors involve both advances and delays in random order,
having a long run of advances or delays is quite unlikely. In any case, a deviation
of 0.5 seconds is not perceived as an error, specially when the caption appears
in advance. For instance, after a long silence, when captions blank, users can
easily accept a caption appearing in advance but not a delayed caption. Based
on this analysis and taking into account that the captioning procedure can be
configured to behave in different ways when there are more than one equivalent
partial alignment, we tuned the application so that the mismatched segments
had a tendency to show captions before the audio.

5 Conclusions and future work

In this paper, we have presented a simple and efficient method to align long
speech signals to multilingual transcriptions, taking advantage of a single set of
phonetic units covering the sounds of the target languages. We have compared
the accuracy of the proposed approach to that of a well-known state-of-the-
art alignment procedure, finding a small degradation on the Hub4 dataset, but
remarkable savings in both computation time and the required infrastructure. On
the other hand, the proposed method can deal with multilingual speech, which is
not the case of the state-of-the-art approach used as reference. Alignment results
have been also shown for plenary sessions of the Basque Parliament, for which
a captioning system has been built based on the proposed algorithm.

Possible ways of increasing the alignment accuracy in future developments
include: (1) adapting the acoustic models used in phone decoding to the par-
ticular resources to be aligned; and (2) replacing the kernel in the Needleman-
Wunsch algorithm (currently representing a Levenshtein distance) with a more



Fig. 2. Patterns found in the alignment path. The bottom line (blue) is up for phones
in the text, whereas the middle line (red) is up for phones in the recognized speech.
Lines go down at insertions for the bottom line and at deletions for the middle line.
The top line (green) represents the AND function of the two other lines, so that it is
up for matches and substitutions, and down for insertions and deletions.

informative kernel, e.g. by using continuous weights based on phone confusion
probabilities.

Also, by analysing the alignment path, we can search for patterns that may
eventually help to automatically reconsider some word synchronizations. Figure
2 represents a section of an alignment path for a Basque parliament session.
Two different halves can be identified: the upper half corresponds to a correct
alignment, whereas the bottom half corresponds to a wrong alignment due to a
missing transcription. In the first half, words are detected at distances that are
basically in accordance to phone lengths (upper dots). In the second half, a long
run of decoded phones (middle line up) matches to few text phones (bottom line
mostly down), meaning that words in the text are sparsely matched to phones
from non-transcribed speech. In the first half, we also find that the insertion
penalty applied by the phone decoder is too high, since there are much more
deletions than insertions in the recognized sequence.



The relation between matches and substitutions and the time span for each
word provide key information about the probability of having a perfect match.
Places where there is no reference transcription can be detected as long runs
of phone insertions, that is, as words spanning in excess through the alignment
path. The opposite situation (extra text), which rarely appears in manual tran-
scriptions, would generate long runs of phones in the other axis, that is, a high
number of deletions. Both events produce border effects that should be identified
and compensated. The attraction or repulsion that these regions induce on the
recognized sequence of phones will depend on the number of deleted or inserted
words and will be smoothed by the constraint that both sequences match.

This analysis suggests that, given that most of the alignment is right, we
should focus on the problematic areas to isolate the alignment errors and cor-
rect the border effects by means of forced alignment. Curiously, this idea is
complementary to the algorithm proposed in [3].
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